
 

Signal and Image Processing Letters 

 
Vol. 4., No. 3, 2022, pp. 36-45 
ISSN 2714-6677 

https://simple.ascee.org/ 

  36 

          https://simple.ascee.org/         simple@ascee.org  

Identification of Infant Crying Using Mel-Frequency 

Cepstral Coefficient (MFCC) and Artificial Neural 

Network (ANN) Methods 

Ahmad Azhari a,1,*, Intan Destiyanti a,2 

a Department of Informatics, Universitas Ahmad Dahlan, Yogyakarta, Indonesia 
1 ahmad.azhari@tif.uad.ac.id 

* corresponding author 

 

1.  Introduction  

Newborn infants exhibit primitive reflexes, including spontaneous sounds and movements. Similar 
to human reflexes such as hiccups, burping, and sneezing, the patterns of these sound signals can be 
recognized. During the ages of 6 to 10 months, the primitive reflexes in infants begin to fade as their 
environment starts influencing their adaptive abilities [1], [2]. Therefore, the majority of infants aged 
0-3 months generally have similar initial cries that can be easily identified through analysis. If not 
promptly responded to by their caregivers, infants will start crying hysterically. The cries of infants 
aged 0-3 months can be classified according to their needs using the Dunstan Baby Language, which 
includes specific sounds such as "eairh" indicating fart, "neh" signifying hunger, "heh" representing 
discomfort, "owh" denoting tiredness or drowsiness, and "eh" expressing the need to burp [3]. 

On average, infants tend to cry for about 2 hours per day during the first two weeks. When infants 
reach 6 weeks of age, they cry more frequently, approximately 2 hours and 15 minutes per day. By 
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  The crying of infants aged 0-3 months can be classified according to their 
needs, as identified by Dunstan Baby Language, which consists of 
specific sounds denoting different needs. These sounds include "eairh" 
for discomfort caused by fart, "neh" indicating hunger, "heh" representing 
general discomfort, "owh" signaling tiredness or sleepiness, and "eh" 
expressing the need to burp. The baby crying sound data was obtained 
from the Dunstan Baby Language (DBL) database, which includes 
educational videos about infants and a collection of babies crying sounds. 
These sounds were converted into *.wav audio format and divided into 
5-second segments. A total of 188 audio data segments were collected. 
The research employed the Artificial Neural Network (ANN) 
classification method and the Mel-Frequency Cepstral Coefficient 
(MFCC) feature extraction method. The collected data underwent feature 
extraction, aiming to identify distinctive characteristics using the librosa 
library in the Python programming language. This process allowed us to 
obtain specific information from the acquired sound data. The results of 
this study achieved an accuracy level of 90%. This research contributes 
to the understanding and classification of infant crying based on the 
Dunstan Baby Language, offering insights into their various needs. The 
implementation of ANN and MFCC techniques showcases the 
effectiveness of this approach in accurately classifying infant cries and 
provides a foundation for further research in the field of infant 
communication. 
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the time they reach 12 weeks of age, the duration of their crying decreases to an average of 1 hour and 
10 minutes. There is significant variation in the duration of infant crying, with some infants crying for 
only 30 minutes per day while others cry for more than 5 hours per day [4]. 

This research focuses on developing an application capable of predicting the needs of infants. The 
application utilizes the Mel-Frequency Cepstral Coefficient (MFCC) method, which involves 
extracting features from infant crying sounds by dividing the data into different frequency 
components. Subsequently, the analysis of each component is performed based on the five categories 
defined by the Dunstan Baby Language. Additionally, the Artificial Neural Network (ANN) method, 
specifically the Multi-layer Perceptron (MLP) architecture with the Backpropagation training 
algorithm, is employed to predict the meaning behind infant cries. 

2.  Methods 

2.1.  System Design 

The system design used is shown in the Fig. 1. 
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2.2.  Data Collection 

The data utilized in this research was extracted from the study conducted by Priscilla Dunstan 
between 1998 and 2006, which explored the meaning behind infant cries known as Dunstan Baby 
Language (DBL). The data consisted of videos that were processed to yield a total of 188 audio 
samples of infant cries. The data was divided into two subsets, namely the testing data and training 
data, as presented in Table 1. 

Table 1. Data collection results 

Classes Data Train Data Test Total 

Fart 44 6 50 

Hungry 25 6 31 

Uncomfortable 25 6 31 

Sleepy 35 6 41 

Burp 29 6 35 

Total 158 30 188 

 

2.3.  Features Extraction 

Feature extraction is the process of capturing distinctive characteristics from a given value or 
vector. In this study, the feature extraction process employed the Mel-Frequency Cepstral Coefficient 
(MFCC) method, which calculates cepstral coefficients while taking into account human auditory 
perception. The flow diagram of the MFCC can be observed in Fig. 2. 
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  Flowchart MFCC 

1. Pre-emphasis is a process that reduces noise by emphasizing the high-frequency components, 
aligning them with the low-frequency and high-frequency components. This step utilizes 
Equation (1) to achieve the desired effect. 

 𝑦(𝑛) = 𝑠(𝑛) − 𝑎. 𝑠(𝑛 − 1) (1) 

2. Frame blocking [5] is the process of analyzing the signal in the form of frames. In this stage, 
the pre-emphasized speech signal is segmented into frames. The frame length used in the 
signal processing is typically set to a default range of 10-30 ms, with a constant time lapse of 
20 ms throughout the process. 

3. Windowing [6]–[9] is the process of smoothing the spectrum after frame blocking to reduce 
the discontinuity effects at the edges of the frames resulting from frame blocking. Its purpose 
is to obtain accurate signals within very short time intervals. This stage employs Equation 
(2), where N represents the number of frames present in each sample. 

 𝑤(𝑛) = 0.54 − 0.46cos⁡(
2𝜋𝑛

𝑁
− 1) (2) 

4. Mel-Filterbank [10]–[12] is a process that transforms the audio signal from the frequency 
domain to the Mel-frequency domain. The Mel-Filterbank involves several stages aimed at 
determining the upper and lower boundaries of the filters, dividing the range between the 
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upper and lower boundaries according to the number of filters, and converting the upper and 
lower boundaries to the mel scale for each filter bank. The conversion from the mel scale 
back to the linear frequency scale is performed for both boundaries using Equation (3), where 
f represents the frequency. 

 𝑚𝑒𝑙(𝑓) = 1125⁡𝑥⁡ln⁡(1 +
𝑓

700
) (3) 

5. FFT (Fast Fourier Transform) is a technique used to convert a digital signal from the time 
domain to the frequency domain [13], with the aim of improving computational efficiency. 
In this stage, the FFT is performed on all frames of the signal that have undergone the 
windowing process. The FFT stage can be observed in Equation (4). 

 𝑓(𝑛) =∑𝑊𝑘𝑒
2𝜋𝑗𝑘𝑛

𝑁
, 0⁡ ≤ 𝑛 ≤ 𝑁 − 1⁡

𝑛−1

𝑘=0

 (4) 

6. DCT (Discrete Cosine Transform) is a process used to convert a signal from the frequency 
domain back to the time domain using the DCT [14]–[16]. Taking the logarithm of the 
multiplication result in the time domain yields the Mel Frequency Cepstral Coefficients 
(MFCCs), which are the output of the MFCC process and can be represented by Equation (5). 

 𝐶𝑗 =∑𝑋𝑖

𝑀

𝑖=1

cos⁡(𝑗(𝑖 − 1)/2
𝜋

𝑀
) (5) 

 

2.4.  Artificial Neural Network Classification 

Artificial Neural Network (ANN), also known as a multi-layer perceptron (MLP), consists of 
multiple layers, including the input layer, hidden layer(s), and output layer [17], [18]. The input layer 
is responsible for receiving data, the hidden layer performs computations and can have multiple layers 
or none at all, and the output layer generates the final output based on the input and hidden layers. 
ANN can have different architectural configurations, such as single-layer, multi-layer, and 
competitive layer. 

The Multi-layer Perceptron (MLP) is a feed-forward artificial neural network that consists of one 
or more hidden layers. Each layer in the MLP has a specific function [19]. The input layer receives 
input signals/vectors from external sources and distributes them to all neurons in the hidden layer. The 
output layer receives the output signals (or pattern stimuli) from the hidden layer and produces the 
final output signal/value/class of the entire network. 

In ANN, the learning or training process involves determining the optimal weights to be used in 
the testing phase [20]. There are various training algorithms available, with Backpropagation being 
the most popular one. The training procedure in Backpropagation is similar to that of a Perceptron. A 
set of training data is provided as input to the network. The network computes the output, and if there 
is an error (the difference between the desired target output and the actual output), the network's 
weights are updated to minimize that error. 

3.  Results and Discussion 

3.1.  Feature Extraction 

In this study, audio samples from Dunstan Baby Language (DBL) were utilized. DBL consists of 
educational videos on infant crying in the age range of 0-3 months, from which only the segments 
containing baby cries were extracted. The study focused on 5 classes based on DBL categories: gas 
or stomach-related issues, hunger, sleepiness, discomfort, and burping. The patterns within each class 
were identified using the Mel-Frequency Cepstral Coefficient (MFCC) method with 13 coefficients 
and a sample rate of 22050Hz. The number of MFCC coefficients typically ranges from 9 to 13 since 
the majority of signal energy is concentrated in the first few coefficients due to the nature of cosine 
transformation. The results of the MFCC process are presented in Fig. 3. 
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3.2. Training, Validation and Testing 

The data in this study were divided into several parts, namely the training data and validation data, 
which were split from the dataset in an 80% to 20% ratio. The training data consisted of 126 samples, 
while the validation data comprised 32 samples. Additionally, a separate set of 30 samples was 
reserved for the testing data. The data partitioning can be observed in Table 2. 

Table 2. Separating audio data 

Classes Data Train Data Validation Data Test Total 

Classes 36 8 6 50 

Fart 17 8 6 31 

Hungry 22 3 6 31 

Uncomfortable 30 5 6 41 

Sleepy 21 8 6 35 

Burp 126 32 30 188 

 

3.3.  Artificial Neural Network 

This study employed the Sequential Artificial Neural Network (ANN) method, specifically 
utilizing the Multi-layer Perceptron (MLP) architecture with the Backpropagation training algorithm. 
The constructed ANN architecture consisted of one input layer, three hidden layers, and one output 
layer. The input layer comprised 40 neurons, which were derived from the MFCC coefficient values. 
The first hidden layer consisted of 100 neurons with the ReLU activation function, the second hidden 
layer comprised 200 neurons with ReLU activation, and the third hidden layer included 100 neurons 
utilizing the ReLU activation function. The output layer contained 5 neurons, corresponding to the 5 
labels/classes, and employed the softmax activation function. For a detailed overview, including the 
layer types, output shapes, number of parameters (weights) in each layer, and the total number of 
connected parameters (weights) in the neurons overall, please refer to Table 3. 

Table 3. Model Summary 

Layer (Type) Output Shape Param # 

dense (Dense) (None, 100) 1400 

activation (Activation) (None, 100) 0 

dense_1 (Dense) (None, 200) 20200 

activation_1 (Activation) (None, 200) 0 

dense_2 (Dense)  (None, 100) 20100  

activation_2 (Activation) (None, 100) 0 

dense_3 (Dense) (None, 5) 505 

activation_3 (Activation) (None, 5) 0 

Total params: 42.205 

Trainable: 42.205 

Non-trainable params: 0 

 

3.4. Training Model ANN 

During the training process, the model was compiled by specifying the loss function, accuracy 
metric, and optimizer. The categorical_crossentropy loss function was employed to calculate the loss 
between the labels and predictions. The accuracy metric, utilizing the accuracy type, was employed 
to measure how often the predictions matched the labels during the training process. Lastly, the Adam 
optimizer was utilized for the optimization algorithm. To ensure compatibility with the constructed 
model, the batch size, which denotes the number of data samples propagated through the neural 
network, and the number of epochs were specified. Table 4 provides a summary of the model 
compilation and model fit employed in this study. The training process yielded an accuracy of 
approximately 90% and a loss value of 1.25, as illustrated in Fig. 8a for accuracy visualization and 
Fig. 8b for loss visualization. 

 

 

Table 4. Compilation model and model fit 
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Classes Attributes Parameters Value 

Model Compilation Loss Function 

Metrics Accuracy 

Optimizer 

categorical_crossentropy 

accuracy 

adam 

Model Fit batch_size 

epochs 

20 

150 

 

 
 

(a) (b) 

  (a) Model Accuracy (b) Model Loss 

3.5. Evaluation Model 

The research evaluation employed the confusion matrix method to assess the performance of the 
developed system by testing the training data, validation data, and test data. Fig. 9 presents the 
precision and recall results for each label, indicating that the "burping" label achieved the highest 
precision and recall, both at 100%. 

 

  Confusion matrix results each label on Data Validation 

In Fig. 10, the per-label confusion matrix results for the test data can be observed. It can be seen 
that the "burping" label has the lowest precision and recall scores, both at 0%. This indicates that for 
audio samples labeled as "burping," the predictions did not find any matches or the predictions were 
incorrect. On the other hand, the "hungry" label achieved the highest precision and recall scores, both 
at 100%. 
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 Confusion matrix results each label on Data Test 

In Fig. 11, the confusion matrix results for the training data are displayed. The precision and recall 
scores for all labels show a perfect score of 100%. This indicates that during the prediction process on 
the training data, all the results matched the expected labels, resulting in accurate predictions for all 
samples. 

 

 Confusion matrix results each label on Data Train 

The results of accuracy, precision, and recall for all datasets can be observed in Fig. 12. The lowest 
scores are obtained from the test data, with a precision of 70%, recall of 59%, and accuracy of 70%. 
The second highest scores are achieved by the validation data, with a precision of 93%, recall of 92%, 
and accuracy of 91%. The highest scores are obtained from the training data, with a precision of 100%, 
recall of 100%, and accuracy of 100%. 
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4.  Conclusion  

The data obtained in this study consists of a total of 188 audio cry samples, divided into two 
subsets: the test data with 30 audio samples and the training data with 158 audio samples. These 
samples are further categorized into 5 labels/classes. The feature extraction method utilized in this 
research is MFCC, with a coefficient count of 13, which is employed as input nodes in the ANN 
model. The trained model achieved an accuracy rate of 90%. The evaluation results for system 
performance using the confusion matrix method show that the test data achieved an accuracy of 70%, 
the validation data achieved an accuracy of 93%, and the training data achieved a perfect accuracy of 
100%. The implementation of the ANN method in the system demonstrates the ability to classify cry 
samples based on the categories in the DBL database and accurately predict the meaning behind infant 
cries. 
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