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1. Introduction  

 Today the wave of digitalization is very strong, it also affects the activities of offices, schools, and 
public service agencies. In carrying out these activities, it cannot be separated from correspondence 
activities. In today's modern era, letters are also not always in printed form but have penetrated into 
electronic form (email) using the internet. In simple terms letters are grouped into two types, official 
letters and unofficial letters. 

An official letter is a letter used for the official benefit of individuals, agencies, and organizations 
[1]. Examples of official letters include invitations, notification letters and circulars.  The 
characteristics of official letters include using letterhead, there are letter numbers, attachments, 
subjects, using the standard language, and including stemples from institutions [2]. In addition to 
official letters there are also unofficial letters (personal letters), that is, letters used for personal 
interests [3]. This personal letter connects friends or family [4]. The characteristics of this personal 
letter include not using letterhead, letter numbers, not using standard language, and no attributes 
related to agencies or organizations [5]. 

The main point in running administration in both large and small offices is to determine the type 
of letters received. Employees often struggle and make mistakes in carrying out the work. Therefore, 
this study tried to group the types of official and private letters with the help of machine learning, by 
adopting previous research on the topic of email spam-ham classification.  

In this paper, the dataset consists of pieces of official and personal letters. The sentence snippets 
in this letter are grouped using several algorithms, namely naïve bayes, support vector machine (SVM) 
with linear kernel and AdaBoost with two feature extraction words count vectorizer and TF-IDF. 

A R T I C L E  I N F O 

 

ABST RACT  

 

  Work and communication activities are inextricably linked. Letters are an 
example of a communication medium that is still widely utilized. When 
it comes to significant job, however, simply an official letter is required. 
Official and private letters must be distinguished and classified. Different 
feature extraction methods, such as the count-vectorizer and TF-IDF 
vectorizer, are employed to transmit the detection of this official and 
personal letter. To categorize letters by type, various machine learning 
(ML) techniques are employed. Nave Bayes, Support vector machine, 
and AdaBoost are the algorithms. The accuracy measurements used in 
this study include accuracy scores, F1-mean, recall, and precision. The 
best working algorithm is Naïve Bayes for two vectorizer methods used, 
with an accuracy value of 98%. 
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Count vectorizer was chosen because the two methods are often used in similar studies. Furthermore, 
this paper will discuss the methods used in section 2, the discussion in section 3.   

2.  The Proposed Method  

2.1.  Countvectorizer  

The countervectorizer method applies a bag of words that does not use text structure and only 
processes information from the number of words [6]. This method works by converting the string 
representation into a numeric vector [7]. The input of vector comes from the number of unique words 
in a document and will be assigned an index for each word.   

The countvectorizer will construct a sparse matrix A measuring m times n of text document B, 
where m is the total number of documents and n is the total number of different words used in B. All 
inputs aij= total number of words jth appear in the document ith. 

 
𝐴 =  (

𝑎11 𝑎12 …
⋮ ⋮ ⋮

𝑎𝑚1 𝑎𝑚2 ⋯
   

𝑎1𝑛

⋮
𝑎𝑚𝑛

) 
 

If in a document the desired unique word is not found then, the input of this word line is zero. This 
zero value can be filled by converting it into the todense() method which is a representation of the 
sparse matrix to make the formed matrix better [8]. 

2.2.  Term Frequency-Inverse Document Frequency (TF-IDF) 

TF-IDF vectorizer is an old feature extraction method that is popular because it is considered 
effective and applied in the pre-training stage [9]. This method combines the concepts of term 
frequency (TF) and document frequency (DF). TF represents how often a term or word appears [10] 
and how important it is in a single document [11]. The TF matrix is composed of the number of 
documents in a row and the number of terms that differ from the sum of all documents [12]. 

DF represents the number of documents that contain a unique term, indicating how common the 
term is [13]. Inverse document frequency (IDF) is the weight of a term, used to reduce the weight of 
a term when the term appears spread across all documents [14]. The calculation of the IDF is listed in 
formula (1). 

 𝑖𝑑𝑓𝑖 = log (
𝑛

𝑑𝑓𝑖

) (1) 

𝑖𝑑𝑓𝑖represents the IDF value for the term I, dfi is the number of documents containing the term I, and 
n the total number of documents. The higher the DF value of a term, the lower the IDF value [15]. If 
the term appears in all documents the DF value will be equal to n and the IDF value equal to zero. 
This is because the value of log(1) is zero [16].  The TF-IDF score is generated from the multiplication 
of the TF matrix by the IDF as listed on (2). 

 𝑤𝑖,𝑗 = 𝑡𝑓𝑖,𝑗  𝑥 𝑖𝑑𝑓𝑖 (2) 

Where 𝑤𝑖,𝑗 is TF-IDF is the term I in the document j, 𝑡𝑓𝑖,𝑗 is the frequency of terms for I terms [there 

is a document] j. 𝑖𝑑𝑓𝑖   is the IDF score for all terms [17]. 

2.3.  Dataset Description 

 The dataset is compiled from snippets of official letters and personal letters. These snippets come 
from various sources and parts of the letter. It consists of 100 data. The number of these datasets is 
divided into two equally large categories between private and official letters. The distribution of the 
dataset is the same, it can be said that if the dataset is balanced so that there is no need for oversampling 
to balance the dataset. 

2.4.  Research Overview 

 In this trial, it aims to find out which algorithms and feature extractors work optimally to detect 
official and personal letters. The trial steps are illustrated in Fig. 1. 
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Fig. 1. Official and private mail detection architecture 

2.5.  Pre-processing  

 Text data in documents has an unstructured tendency that makes it more difficult to know the 
information contained [18]. Therefore, pre-processing is needed to change the format of the data set 
according to what is needed by the algorithm used. This pre-processing consists of several steps 
including tokenization, stop words removal and steaming 

a. Import Data  
The first step in mail detection is to import a dataset consisting of official and personal letters. 
After performing this stage, the data will be stored in the variables surattrain and surattest in 
the library.  

b. Data cleaning 
This stage of data cleaning is used to remove punctuation marks from documents, since 
punctuation is not needed in the classification process. In this stage, the conversion of letters 
into lower-case is carried out, to avoid the occurrence of different treatments in the 
classification process if the typeface size used is different.   

c. Tokenization  
Tokenization divides sentences into vocabulary meaning so-called token[19]. In HTML 
tokenization, XML scripts, special characters, and punctuation marks in a document do not 
affect in the performance of the algorithm used [20]. Examples of tokenization are as follows, 
showing vocabulary generation, feature selection from training and tokenization. Example 
sentence = [ “ hello, apa kabar”, “ Dengan hormat”]. From that sentence it can be tokenized 
to “hello”, “apa”, “kabar”, “Dengan”, “ hormat”.  Punctuation and spaces are often used in 
reference tokenization separators between tokens [21].  

d. Stopword Removal  
The purpose of this stage is to eliminate tokens or terms that usually refer to 'functional words' 
because they do not have an important meaning [22]. The word is like this, that, that and but. 
The term or word is often repeated in a document, although the term has no effect on the 
classification results but can affect the computational complexity [22]. 

e. Stemming  
Steaming is done to remove suffixes so that the core word of the sentence is found. Different 
tokens consisting of the same one native word can be identified as the same token. The terms 
'present' and 'presented' come from the same main word which is 'present'. In English 
classification, the porter rule is often applied in stemmers because it has good effectiveness 
and accuracy. 

2.6.  Classification Algorithm 

a. Naïve Bayes  
A simple method of supervised learning to perform classification. In the classification of 
letters belonging to multidimensional datasets naïve bayes are very commonly used. This 
algorithm has often been used in similar problems such as email spam detection and filtering, 
opinion analysis or sentiment []. The positive side of this method is its ease and effectiveness 
that has been tested well. Having a computational time tends to be short and easy to build. 
Naïve bayes multinominal is also responsible for the number of words that appear in a given 
letter. 
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b. SVM 
Processing labeled data in classification. SVM is suitable for text classification [23]. 
Discriminatory classification method which requires both positive and negative training sets. 
Works well for high data dimensions. Deploying a hyperplane to distinguish positive and 
negative data values in a multidimensional data set [24]. Support vector works to detect sets 
that are closer to the surface, if the set is not part of the support vector then the email will be 
removed from the data so as not to affect the performance of the SVM classification. 

c. Boosting Classifier (AdaBoost)  
Work on the basis of reassessment of weak classifying weights [25]. The error value will be 
calculated again and reweighted, which will strengthen the accuracy of the classification. 

3.  Results and Discussion 

 This official and private letter detection trial uses two different extraction features and three 
classification algorithms. In this paper, compare the accuracy values, to see which algorithm is the 
best and which feature extraction works optimally. To do so is used as a matrix. The results issued 
include accuracy, precision, and F1-meansure. Here is the discussion.  

 Accuracy is the value of the probability of algorithm being correct in doing its job of classifying 
data. Accuracy calculations are presented in (3). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 (3) 

Where 𝑇𝑃 is the amount of positive data with Positive truth value, 𝐹𝑁 is the amount of negative data 
that the system assumes is false, 𝐹𝑃 is a lot of positive data that the program considers to be worth the 
wrong truth and 𝑇𝑁 is the amount of negative data that the system assumes has a true truth value. 

Precision shows how accurate the desired data is and the predicted results produced by the model. 
This precision is produced with (4). 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (4) 

Recall or sensitivity is the success rate of the system in finding information that has been generated in 
previous stages shown on (5). 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (5) 

Table 1 shows the test results of the algorithms used to measure the accuracy of the model in the data 
set in (6). Used to evaluate binary classification systems, where classifications only group into 
'positive' and 'negative'. 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  2
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (6) 

Table 1. Results of official and unofficial letter detection trials 

Algorithms Feature Extraction Accuracy (%) 
Recall 

(%) 
Precision 

(%) 
F1 (%) 

Naïve Bayes 
Count Vectorizer 

98 98 98 98 
SVM 88 88 88 88 

AdaBoost 86 86 86 86 
Naïve Bayes 

TF-IDF Vectorizer 
98 98 98 98 

SVM 96 96 96 96 
AdaBoost 86 86 86 86 
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 From the test results that have been carried out the naïve bayes algorithm has the best results with 
both 98% in count-vectorizer and TF-IDF vectorizer. The results of the processing are visualized in 
Fig. 2. 

 

Fig. 2. Visualization of trial results 

 There is no difference between count-vectorizer and TF-IDF for the Naïve Bayes and AdaBoost 
algorithms. But the striking difference is in the SVM algorithm. Where the SVM count-vectorizer 
method works less optimally but with TF-IDF it can work more optimally with 96% accuracy. This 
research belongs to simple supervised learning research with special interpretation requirements, and 
SVM belongs to algorithms that are difficult to interpret [26]. Algorithms that can work well in cases 
like this include naïve bayes, decision trees and linear as well as logistic regression. 

 AdaBoost comes out with the smallest accuracy value for each vectorizer used. This can be due to 
the presence of out layers in the dataset used, thus disrupting the performance of this algorithm. On 
the other hand, it can also be caused because AdaBoost uses samples that were misclassified by the 
previous classifier as inputs in subsequent groupings [27]. So that the probability of selecting the 
incorrectly grouped sample is higher than the correctly grouped sample in the previous iteration is 
decreasing and has an impact on the accuracy value. 

 TF-IDF works more optimally than count vectorizer because TF-IDF considers the weight of the 
document as a whole word [28]. This is very helpful in overcoming repetitive words. The TF-IDF 
vectorizer also gives weight to the way in which words appear in the document so that the resulting 
matrix is better [29]. As for count- vectorizer only counts how often a word appears in a document 
which often results in bias for other words [30]. This algorithm tends to ignore unique words that can 
help increase effectiveness in data processing. 

4. Conclusion 

 In this paper, several classification algorithms are applied using different extraction features. The 
experiment is applied with both official and unofficial letter datasets. As a result, naïve bayes work 
optimally with both count-vectorizer and TF-IDF vectorizer with 98% accuracy, this can be caused 
because naïve bayes can still work optimally with a small number of datasets. On the other hand, this 
algorithm can be adjusted to the wishes of researchers in grouping official and unofficial letters. The 
smallest accuracy value occurs with AdaBoost with 86% accuracy value.  

 The results of this study are expected to provide an overview for the next related research. The 
research can be in the form of the use of other classifier methods such as deep learning or hybrid 
method. Another research direction will apply other feature extraction methods. 
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